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Abstract. We introduce a method for constructing an element-by-element sparse approximate inverse (SAI)
preconditioner designed to fully exploit the maximum degree of parallelism available in a spectral element modeling
environment. This new preconditioning approach is based on a spectral optimization of a low-resolution preconditioned
system matrix rather than on a Frobenius norm optimization (FNO) of the full-resolution preconditioned system
matrix. We show that the local preconditioning matrices obtained via this element-based, spectrum-optimized (ESBO)
approach may be applied to arbitrarily high-resolution versions of the same system matrix without appreciable loss
of preconditioner performance. We demonstrate the performance of the EBSO preconditioning approach using 2-D
spectral element method (SEM) formulations for a simple linear conservation law and for the fully-compressible 2-D
Euler equations with various boundary conditions. For the latter model, the EBSO approach outperforms the FNO
approach and, for sufficiently large Courant Number, model wall-clock time is reduced by a factor of 2.

Key words. preconditioning; sparse approximate inverse; element-based; spectral elements; Galerkin methods;
Euler Equations

AMS subject classifications. 65M60, 656M70, 35L65, 86A10

1. Introduction. To provide the motivation behind the preconditioning approach presented
herein, we first explain the atmospheric modeling setting within which the preconditioner must
perform effectively (Section 1.1). We then provide a formal statement of the preconditioning concept
(Section 1.2). In Section 1.3 we summarize most of the commonly used types of preconditioners that
are presently available and with an emphasis on their potential strengths/weaknesses relative to our
modeling problem, particularly with respect to suitability for use in massively parallel element-based
computing environments. In Section 1.4 we provide a conceptual overview of the EBSO approach
as a prelude to beginning the detailed development in Section 2. In Section 1.5 we describe the
organization of the remainder of the paper.

1.1. Modeling Context and Preconditioner Criteria. A recent paper by Giraldo et al.
[7] studies a number of semi-implicit (i.e., implicit-explicit, hereafter IMEX) spectral element (SE)
formulations of the compressible Navier Stokes equations with a view towards application to nonhy-
drostatic atmospheric modeling over both regional and global domains [8]. The combination of the
high-resolution associated with nonhydrostatic modeling and the large domain size associated with
global modeling requires as many as O(107) elements and Ny, = O(10%) grid point (nodes). As a
result, at each step in the IMEX time integration process there is a need to iteratively solve a very
large, but sparse linear system of the form

Ag"™ = R(q") (1.1)

where q is a state vector, R is the righthand side operator, and A is a square, invertible, nonsymmetric
and generally indefinite! matrix. As discussed in [7, 8], at a minimum the size of A is Ny x N, if a
Schur form is derived for A, and at worst the size of A is 4V, x 4N, for 2-D modeling and 5Ny x 5N,
for 3-D modeling if A is left in the non-Schur form.

The motivation for attempting to solve such a challenging problem is that the IMEX time
integration approach permits time steps that can be larger than the maximum explicit time step by
a factor of 100 or more. As a result, IMEX-based models can actually run faster than models using
solely explicit time integrations provided that the number of iterations needed to solve Eq. (1.1) is
not too large. As indicated in the conclusion of [7], we are in the process of developing preconditioners
for our IMEX models, and our efforts involve both adapting suitable existing methods to our needs,
as well as working with new ideas (one of which is reported herein) tailored specifically to our
modeling problem.

*Department of Applied Mathematics, Naval Postgraduate School, Monterey, CA 93943, USA

IThe real spectra shown in Fig. 4.5 of [7] is a special case arising from the combination of using identical square
elements and a Schur form for A. The Schur form matrix spectrum becomes complex when other element geometries
are employed.
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2 L.E. Carr, C.F. Borges and F.X. Giraldo

Given the above modeling context, an effective preconditioned iterative approach to solving Eq.
(1.1) must meet the following criteria:

1. Be able to handle a system matrix A that is significantly non-symmetric as well as indefinite.

2. Employ a preconditioner with a processing or application cost that is low in relation to
the effectiveness of the preconditioner in reducing the number of iterations so that the wall-
clock time for the preconditioned model is significantly smaller than for the unpreconditioned
model. Ideally this net speed up should occur when running the model in serial mode (i.e.,
before parallelization is considered).

3. Employ a preconditioner that admits a very high degree of computing parallelism in general,
and that ideally permits using the same SE-based parallelism employed when operating on
a vector by the system matrix A.

Taken together, the criteria represent a challenging problem. Criterion 1 rules out the use of the
highly efficient conjugate gradient (CG) method, for which convergence is guaranteed only if the
matrix is symmetric positive definite (SPD). Of the other interative schemes available to us, we
have elected to use the generalized minimum residual (GMRES) method. Moreover, Criterion 1
also essentially rules out whole categories of recent preconditioning work, or at least makes their
consideration a lower priority.

Ironically, the need for a low application cost is contrasted by a loose constraint on the initial set-
up or construction cost of a preconditioner to be used in our modeling problem. A potentially high
construction cost is acceptable because the same preconditioner can be used not only in hundreds
of time steps in each model run, but also for potentially years-worth of runs in a particular version
of an operational weather model (typically run four times a day).

1.2. Preconditioning Problem Statement. We seek to efficiently obtain an approximate
solution to the large, sparse linear system

Az =10 (1.2)
by iteratively solving either the equivalent left-preconditioned system
(KA)x = Kb (1.3)
or equivalent right-preconditioned system
(AK)y=b Ky==x, (1.4)

or sometimes a combination of the above two approaches.

In general, the large variety of preconditioning methods in existence can be divided into two
classes that have been described as explicit and implicit [5, p. 970]. If explicit preconditioning is
used, then K is a sparse matrix that is designed to approximate A~! in some sense, and thus is often
called a sparse approximate inverse (SAI). On the other hand, if implicit preconditioning is being
using, then K = M~!, where M is a sparse matrix and approximates A. As pointed out in Section
1.3.1, M~ is never actually calculated since it would in general be a full matrix.

If we define the residual vector associated with the i*" approximate solution to Eq. (1.2) to be

then an important distinction between Eq. (1.3) and (1.4) is that a left-preconditioned Krylov space
algorithm minimizes Kr, whereas a right-preconditioned algorithm minimizes r. Thus, if K is ill-
conditioned, then the magnitude of || — x;|| obtained via a left-preconditioning algorithm may not
be accurately reflected by the magnitude of ||Kr;||. Conversely, if the condition number of K is
small, as is the case for problems solved in this paper, then either Eq. (1.3) or Eq. (1.4) can be
used, and the choice of which to use simply depends on what works best for a particular problem
[12, p. 272]. The results shown in Section 4 are for a left EBSO preconditioner since we have found
that it provides the best results for the modeling problems addressed herein.
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1.3. Overview of Existing Preconditioners. Due to the wide variety and sometimes over-
lapping nature of preconditioning techniques, overviews of the topic have been organized in various
ways by different authors. Here we use the implicit/explicit distinction.

1.3.1. Implicit Preconditioners. For all preconditioners in this class, Eq. (1.4A) becomes
AM 'y)=b (1.6)

where to calculate the parenthetical expression during the iterative process we instead solve the
sparse system

My=y (1.7)

for the auxiliary vector y.
If the matrix M is a global (i.e., full-grid) incomplete LU factorization (ILU) preconditioner,
then Eq. (1.7) becomes

LU =y, (18)

where L + U has some specified sparsity pattern, usually based on the sparsity pattern of A [12, p.
287-320]. In a serial computing environment, global ILU is a very powerful preconditioning method
owing to the potent combination of the low application cost associated with the forward/backward
solves and an often dramatic reduction in the number of GMRES iterations, presumbably because
the product LU is much less sparse than the sum L + U. However, existence of the factorization
is not guaranteed even if A is SPD. Moreover for nonsymmetric problems: i) non-existence of the
factorization becomes more frequent, ii) factors L and U may be ill-conditioned even if A is well-
conditioned, and iii) even if the problems i) and ii) are not encountered the effectiveness of the
preconditioner may be much less than that observed if A is SPD [2, p. 436]. In addition, the inher-
ently serial nature of the forward/backward solves offers limited potential for parallelization, and
would in any case require a parallelization strategy different from the SE-based approach associated
with the system matrix A.

To mitigate the above described issues (particularly the parallelization issue) associated with
global TLU, various methods that effectively employ multi-level block factorizations (MLBF) have
been developed including algebraic multigrid (AMG) and domain decomposition (DD). However,
a recent and comprehensive presentation of these state-of-art methods by Vassilevski [14] focuses
almost exclusively on SPD systems. In Chapter 8 he does briefly discuss how such methods may
be extended to nonsymmetric systems that may be represented as small perturbations of symmetric
systems. However, for our modeling problem even the banded Schur-form matrices used in [7] have
asymmetric components with Frobenius norms of the same order as the symmetric components.

In an effort to achieve optimum parallelization in a SE modeling setting, element-based (i.e.,
element-by-element or EBE) preconditioners have been developed, usually based on matrix factor-
ization at the element level [12, p. 399]. However, the focus is often on SPD systems [1], possibly
to avoid the issue of non-existence of a factored preconditioner for nonsymmetric system matrices.
Moreover, an assessment of available EBE preconditioners by van der Vorst in 2002 [15, p.196] in-
dicates that despite their highly parallelizable nature, they have a limited ability to actually reduce
model wall-clock time (i.e., application cost basically offsets the potential speedup associated with
reduced number of iterations). In a search of the more recent literature we have found nothing to
contradict van der Vorst’s assessment.

1.3.2. Explicit (SAI) Preconditioners. As mentioned earlier, all SAI preconditioning meth-
ods seek to create a sparse matrix K such that K ~ A~!. That is, we want K to be ”similar” to
A~! in some sense. A naive brute-force approach based on spectral similarity would be to have a
left or right preconditioner K satisfy the respective global optimization problems

K =iy |lo(l) —o(KA)ll, or K=minlo(l)-o(AK)|,, (1.9)

where S is the set of all matrices satisfying some user-specified sparsity, o is a vector whose com-
ponents are the eigenvalues of the matrix on which o operates, and each entry of K represents
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an independent variable to be determined. As it stands, Eq. (1.9) is an intractable problem for
very large systems since it necessitates computing the complete spectrum of the preconditioned sys-
tem matrix (PSM)?2, which is itself an iterative process, at each step of some iterative non-linear
least-squares (NLLS) algorithm.

The first tractable alternative to Eq. (1.9) to be developed is the Frobenius norm optimization
method (FNO), in which Eq. (1.9) is replaced with the respective linear least-squares optimization
problems

K= min I - KAl o K= %é%”j_ AK|p. (1.10)

In contrast to Eq. (1.9), which attempts to directly optimize the spectrum of PSM, the FNO method
manipulates the spectrum indirectly by making the PSM similar to I in an entry-by-entry sense.
Despite this indirect approach, the spectrum of an FNO-derived PSM (computable for smaller test
systems) typically exhibits a tighter grouping around (1,0) on the complex plane than does the
spectrum of A itself and accelerates iterative method convergence.

Although Eq. (1.10) still represents a global optimization problem, it can be recast into a set
of Ny independent linear least-squares problems [5, p. 308] that can be solved by direct (i.e., QR)
or iterative means [12, p. 323]. Via such methods the entries of K are determined in a column-
by-column fashion thus making FNO preconditioner construction tractable for very large systems.
Although the construction cost is high compared to an ILU indirect preconditioner, recall that the
construction cost is of little concern for a preconditioner to be used in a production-type code.
There are triangularly factored forms of SAI preconditioners based on either FNO [9] or incomplete
biconjugation[4], and although factorization breakdown can occur, pivoting strategies are available
to overcome this problem [3]. The advantage of a factored SAI is that an effectively denser sparsity
pattern is achieved just as in the case of implicit ILU preconditioners.

An important advantage of SAI preconditioners is that they are inherently more paralleliz-
able in an SE setting compared to factored implicit preconditioners since their application involves
matrix-vector products instead of forward/backward solves. Moreover, in the case of FNO-based
preconditioners: i) a solution to Eq. (1.10) always exists, and ii) under conditions that are usually
met in practice, an FNO-based K can be proved to be non-singular for any choice of A that is
non-singular [12, p. 325].

Potential issues relative to our modeling problem are: i) the degree of parallelization achievable
with SAT is less than optimal from a SE perspective, and ii) thus far the sparsity patterns typically
used have not achieved algorithmic scalability in that the convergence rate of the preconditioned
iterative scheme tends to decrease as the size of the linear system grows [2, p. 424, 464].

A final SAI preconditioner that we will consider is the polynomial preconditioner

k
K=s(A)=) cA" (1.11)
=1

where s( ) is a low-order Neumann, Chebyshev, or generalized least-squares (GLS) polynomial in A
of degree k (usually < 10) [12, pp. 379-388]. Two immediately obvious advantages of polynomial
preconditioning are that: i) it is optimally parallelizable from a SE perspective since the parallel
computing machinery used to operate by A can also be used to operate by K, and ii) the storage
requirements are negligible.

Although a Neumann polynomial preconditioner is not restricted to SPD systems, convergence
requires that A = I — B where the spectral radius of B is less than one [15, p. 197], which
typically would necessitate the pre-application of another preconditioner to meet the restriction on
B. Moreover, any improvement in convergence tends to be largely compensated by increased cost
as degree k increases [5, p. 306].

A conceptually desirable aspect of the Chebyshev and GLS polynomial preconditioners is that
they strive to make K spectrally similar to A~! by replacing Eq. (1.9) with tractable optimization

2Hereafter, we will frequently use the acronym PSM to refer to K A and/or AK
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problems that manipulate the spectrum of the PSM. A Chebyshev polynomial preconditioner satisfies
the L°° norm-based minimax problem

se Py, ANEE

s() = min <max|1 - )\s()\)|> : (1.12)

where Py is the space of all polynomials of degree < k and E is a real interval that encloses o(A).
Thus, this method is limited to matrices that have a real spectrum, which does not completely
eliminate it from our consideration since, under certain circumstances, the spectrum of the Schur
form matrices from our modeling problem are confined to the positive real axis, despite the fact that
the matrices are significantly nonsymmetric.

The GLS polynomial satisfies the weighted inner-product norm minimization problem

s()=min [1=As(M,,  llpll, = /EPQ(/\)w(A)d/\ (1.13)

where w()) is a weighting function that is nonnegative over region E on the complex plane, and E
encloses the spectrum of A.

In order to employ the Chebyshev and GLS preconditioners an estimate for the spectrum of A
must first be obtained. One method for doing this is to embed the polynomial preconditioner within
a flexible GMRES scheme and use the spectrum of the upper Hessenberg matrix created during the
Arnoldi process as an estimate for the spectrum of A as described in [12, p. 386-9 |. Examples of
using a GLS polynomial preconditioner to not only reduce the number of GMRES interations, but
also achieve wall-clock time reductions for systems of moderate size in a parallel environment (< 30
processors) are provided in [10, 11].

1.3.3. Assessment of Existing Preconditioning Methods. Based on the above summary,
it appears that the various existing implicit preconditioning methods are unsuitable for our purposes
since:

e the global ILU-type methods lack sufficient parallelization capability for use with very large
systems in a massively parallel computing environment.

e the multi-level (grid) methods (AMG, DD, etc) are presently focussed on SPD systems and
the CG iterative method

e available element-based factorizations do not significantly reduce wall-clock time.

However, the existing explicit methods based on FNO, biconjugation, and matrix polynomials
show significant potential, particularly from the perspective of inherently better parallelizability, and
we are currently exploring these options and will report on those results separately. The remainder
of this paper provides an initial report on the new explicit EBSO preconditioning method that we
are developing.

1.4. Overview of EBSO Preconditioner Concept. In Section 1.3.1 above we notice that
the global methods tend to be more effective, but less parallelizable compared to element-based
methods, which are optimally parallelizable, but lack effectiveness. A reasonable conjecture is that
the global methods are more powerful because in some sense they have a direct effect on the spectrum
of the global PSM, whereas the element-based methods are directly improving the spectrum of the
element matrices, but only indirectly (and apparently poorly) improving the spectrum of the global
PSM, presumbably due to the overlap of the elements matrices as they are effectively assembled
in a global matrix. The key idea underlying the EBSO preconditioning approach is to develop
an element-based preconditioner (which is optimally parallelizable) via a process that nevertheless
directly improves the spectrum of the global PSM.

The EBSO (left) preconditioning approach developed herein begins with revisiting Eq. (1.9) in
the following form

K = min (1) = o(KA),, (1.14)

where the subscripts denote a p-norm that includes a weighting factor w (explained later) that is
unrelated to the weighting function in Eq. (1.13). As we have already stated, for the very large A’s
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associated with typical operational models the above problem is intractable as it stands. However,
we can transform Eq. (1.14) into a tractable NLLS problem via the following set of observations
and assumptions.

Firstly, as in all SE formulations, the global system matrix A is effectively assembled from local
element matrices as indicated by the notation

A=\ A (1.15)

where N€ is the number of elements and A denotes the usual direct stiffness summation (DSS)
required by all continuous element-based Galerkin methods. Secondly, based on the observation that
in certain types of SE problems many of the A¢ matrices have related or even identical entries (e.g.,
when all elements are the same size and shape), we now assume that a useful global preconditioner
K also might be assembled via

Ne
K=/ K° (1.16)

where large groups of the elemental matrices K¢’s are the identical. If fact, we will see that a highly
effective global K can be assembled from as few as three unique K¢ matrices (for the case of two-
dimensions and the same boundary conditions everywhere). By substituting Eqgs. (1.15) and (1.16)
into Eq. (1.14) we obtain the optimization problem

N N,
a(I)—a([/\KG] /\Ae
e=1 e=1

where the output of the optimization process is a few small matrices that determine K via Eq.
(1.16). Computationally speaking, Eq. (1.17) is a significant improvement over Eq. (1.14), since
the unknowns we are seeking are the optimal entries for a few small (but potentially full) matrices
rather than all the non-zero entries of a global K.

Despite being an improvement over Eq. (1.14), solving Eq. (1.17) is still intractable for large
A since it requires us to repeatedly compute the complete spectrum of the global matrix K A inside
some NLLS algorithm. The solution to this problem is our observation that:

iy (1.17)

p,w

o if we reduce N° to a tractable size (e.g., N¢ = 25) so that a K° matrix set can be created
for a low-resolution version of a SE problem

e then we can utilize the same K¢ matrix set for a high-resolution version of our SE problem
(e.g., a 1000-fold increase in N¢)without appreciable loss of preconditioner performance.

1.5. Paper Format. In Section 2 we provide the mathematical basis for the particular global
structure of K employed in the EBSO preconditioning approach, and in Section 3 we describe the
process by which the local matrices of the EBSO preconditioner are actually computed. In Section
4 we provide and discuss the results of applying the EBSO preconditioning approach. Section 5
concludes the paper with a summary and outline of planned future work in this area.

2. EBSO Preconditioner Structure Formulation.

2.1. 1-D Analysis. The rationale for the chosen structure of the EBSO preconditioner is
most clearly demonstrated within the context of using the SE method combined with implicit time
differencing to solve a simple 2-D linear conservation law. For reasons that will become clear, we
begin with the 1-D linear conservation law

dq = 0Oq

where for our purposes here we can set the basic state advective speed ¢ to unity without any loss
of generality. As in all SE formulations, we assume that the domain Q is composed of elements

Ne
o=[Jao (2.2)
e=1
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and that the physical coordinate (z) and a standard reference coordinate (§) are related by the
invertible mapping

r=fe(§) &el[-1,+1] (2.3)
If we focus on the e element and recall that ¢ = 1, then Eq. (2.1) becomes
9q | 9q
=+ =0 zecQ. 2.4
ot " ou v 24)
Using an N** order Lagrange polynomial basis
N
{¢(2)}1 0

we can express ¢(x,t) as

N+1

qu ()¢5 (@) + e, 1) (2.5)

where ¢, is a residual function arising from approximating ¢(x, t) using a finite set of basis functions.
Substituting Eq. (2.5) into (2.4) results in

N+1 N+1

do; Oe Oe
Z ¢j+z 4 J:—a—;—a—;ze(x,t). (2.6)
j=1

Next, we multiply Eq. (2.6) by any one of the basis functions (i.e., test function) and integrate over
the element domain

N+1

N+1 dq
</ ¢¢J ) kA Z ( Qp(ﬁlqﬁzdx) QJ:Ae¢i6d$ izl,...,N. (27)

If we now require the residual function € to be orthogonal to the space spanned by the Lagrange
polynomial set, then using matrix notation Eq. (2.7) becomes the normal system

dq
M= 94 pig = (2.8)

where the mass matrix (M), differentiation matrix (D$), and state vector q are given by

Mf = ¢57¢de Df Z/ ¢7¢;d$ (29)
Qe Qe

a=[n - avil . (2.10)

The subscript denotes that the matrices are associated with a 1-D SE formulation, and are
needed to distinguish these matrices from their 2-D counterparts that appear later. Integral formulas
equivalent to Eq. (2.9A,B), but expressed with respect to the element reference coordinate, are

+1 +1

M{= | ¢i()¢;(&)J(€)de D= [  $i(€)e)(€)de (2.11)

where J¢(§) represents the Jacobian

JE) = d—gfe(f)- (2.12)
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Generally speaking, the Jacobian is a non-linear function of £&. However, if there is an affine
relationship between the physical and reference coordinates system variables, then the Jacobian is a
constant for each element and is simply the ratio of the physical and reference coordinate domains
of the element

ge _ Az

Az® = length (Q(e)) . (2.13)

In such a case, Egs. (2.11A,B) can be written

+1
M{=JM, M, = bi;de (2.14)
—1
_ _ +1
Di=D1 D= digydE (2.15)
-1

where M, and D; are the mass and differentiation matrices for the 1-D reference element, respec-
tively. From Eq. (2.14A) it is clear that for a constant Jacobian the mass matrix of each element is
just the reference mass matrix scaled by the Jacobian for that element. From Eq. (2.15A) it is clear
that every element differentation matrix is identical to the reference element differentiation matrix
since the Jacobian is absent in Eq. (2.11B). These properties will have important implications later
on.

Whereas Eq. (2.8) applies to a single element, the analogous form that is defined globally on
the domain €2 is

dq

M= 4+ Dg=0 2.1
o T Pa (2.16)

where the global mass and differentiation matrices are obtained via the DSS operations

N. N. N. N.
M:/\lez/\l.FM1 D= A\ D;= /D (2.17)
e= e= e=1 e=1

2.2. 2-D Analysis. With the above 1-D analysis in mind, we now consider the 2-D linearized
conservation law analogous to Eq. (2.1 ), which is

— ot =0 (z,y) € (2.18)

In general, the relationships between the global and elemental domains and the associated physical
and reference coordinate systems are given by Eq. (2.2) and

x:fe(fan) y:ge(&n) 57776 [_1’+1] (219)

Ofe 0ge  0ge Ofe
o0& On o0& On

Je(&m) = ‘ : (2.20)

However, if all elements are rectangular and the physical and reference coordinate systems are again
related in an affine manner, then Eqgs. (2.19) and (2.20) simplify to

z=fe(§)  y=ge(n) (2.21)
Ofe 0ge Axe Ay©
Je(f,n)zlajé ;ﬂ = ; g = JoJS (2.22)

where the product of the two Jacobians is simply the ratio of the element area in the physical and
reference coordinate systems.
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If we again focus on the e® element, then Eq. (2.18) becomes
—+—+—=—=0 (z,y) €° (2.23)
Y

We now define a No-member multivariate basis

(@, )

and expand ¢(z,y,t) in terms of these 2-D basis functions

N2

q(x,y,t) = qu(t)d}k(xvy) + eq(x, yvt) (224)
k=1

where again e, is a residual function. Substituting Eq. (2.24) into (2.23) results in

N2 N2

qu’“wwzqk‘%k > 5 = ()~ ()~ )y = clwt). (229)

As in the 1-D example, we now multiply Eq. (2.25) by any one of the 2-D basis functions
and integrate over the element domain, and require the residual to be orthogonal to all the basis
functions. The resulting equation set, expressed in matrix notation, is

dq p
Ms— o —|—D§ g+ D5%g=0 (2.26)
where the 2-D element mass matrix and differentiation matrices are

M; = ¢l¢kd$dy D;’w = ¢l(¢k> da:dy D;’y = wl (wk)ydxdy k‘,l =1,...Ns. (2.27)
Qe Qe

In order to make use of our earlier 1-D analysis, we rewrite the above matrices for the 2-D
conservation law in terms of the matrices for the 1-D conservation law by

e requiring the number of 2-D basis functions Ny to be (N + 1)2,

e writing the 1-D basis functions in terms of the vector ¢(z) = [¢1 () -+ dnp1(2)]”

e equating each 2-D basis function with the appropriate entry of the outer product of ¢ via
a column-wise bijective rule for associating the index k with the indices ¢ and j:

Yhet o UN(N41)41 Gi=1(2)dj=1(y) -+ d1(x)on41(y)
[ i = : L : . (2.28)
YNk Y on1(x)1(y) o Onsr(@)on4a(y)

It be will convenient to represent the above basis-function-association rule using the concise notations

U = (9i95),, = (9i)y, (05),, (2.29)

where

e the value of the outer index k determines the values of the inner indices ¢ and j

e the index i implies that ¢ depends on x

e the index j implies that ¢ depends on y.
Substituting Eq. (2.29) into (2.27A-C) and exploiting the fact that the double integrals are separable
gives:

M5 = [ @on(@nds [ @l
D57 = [ @etéinde | (6))u(0;)dy
D5 = [ @z [ (035 (2.30)
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where k,l =1,..., (N +1)%

Comparing the right hand sides of Eq. (2.30A-C) with Eq. (2.9A-B) reveals that all entries
in the 2-D element mass and differentiation matrices are Kronecker products of the 1-D mass and
differentiation matrices, which we denote by

M§ =My @ My D3*=D{® My Dg¥=M;®DS. (2.31)

By making use of Eq. (2.14A) and (2.15A), we can re-express Eq. (2.31) in terms of the 1-D reference
mass and differentiation matrices

J;Je (M1 X Ml) D;’m = J; (El ®M1) D;y = J; (Ml ®ﬁ1) . (232)
Note that whereas Eq. (2.26) applies to a single element, the analogous form that is defined
globally on the domain 2 is

Mili—q +(D,+D,)q (2.33)

where the global mass and differentiation matrices above are obtained via the assembly operations

N Ne Ne
M=\ M D* = /\1D§’m DY = /\1 Dy (2.34)
e=1 e= e—=

or equivalently, after substituting Eq. (2.32A-C) into Eq. (2.34A-C)

N, N,
M = /\ JeJo (Mye@M,) D= N\J;(DieMy) DY= N\J;(Mi@Dy). (2.35)

e=1 e=1

The last step toward identifying the desired structure of the EBSO preconditioner is to discretize
Eq. (2.33) in time using a simple two-level implicit time differencing scheme:

m—+1 m

d +(Dy+ Dy) (g™ + Bg™ ) =0 a+B=1. (2.36)

—-4q

M At

Solving Eq. (2.36A) for the unknown state vector gives us
[M + BAt (D® + DY) @™ = [M — aAt (D" 4+ DY)] g™ (2.37)
which has the form of the standard Az = b matrix equation with
A =[M + pAt (D* + DY)] b=[M — aAt (D" + DY) ¢g™. (2.38)

Combining Eq. (2.38A) with (2.35), we can express the global system matrix A as
A= /\ [JeJg (M1 @ My) + BAtJS (D ® M) + BAtJE (M, @ D1)] (2.39)

where we see that the global system matrix A is an assemblage of Kronecker products of local 1-
D reference mass and differentiation matrices that have been scaled by the Jacobians relating the
physical and reference variable coordinate systems. Based on the structure of A that we see in Eq.
(2.39), we will now assume that a global preconditioner K constructed according to the rule

K= /\ JLTE (K1 @ Ky) (2.40)

will have the potential to be an effective preconditioner for accelerating the iterative solution to Eq.
(2.37). We emphasize here that according to Eq. (2.40), the potentially large global preconditioner
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is in principle based on a single small and local preconditioner matrix, whereas in the implicit EBE
methods discussed in Section 1.3.1, the local preconditioner matrix is different for every element.
However, as discussed in the next subsection, the effect of boundary conditions necessitates that we
compute a set of three K; matrices, rather than just a single matrix.

In this initial investigation into the EBSO preconditioning method, we will restrict our focus to
cases in which all domain elements are of equal size. Under this restriction the Jacobian factors in
Eq. (2.40) are the same for all elements, and scale all entries (and thus all eigenvalues) of global
preconditioner K to the same degree. As a result, we can incorporate the Jacobian factors into
the reference matrices in Eq. (2.40) and assemble a functionally equivalent global preconditioner
according to the rule

e

>z

K=\ (Ki®K). (2.41)

e=1

We now turn our attention in the next section to the scheme for computing and applying the set of
K, matrices.

3. EBSO Preconditioner Computation and Application Procedure. Here we assume
that some combination of SE spatial discretization and IMEX time differencing generates the need
to iteratively solve the left preconditioned matrix equation

KAq™™ = Kb (3.1)

where the global system matrix A and global preconditioner K are assembled according to Egs.
(2.39) and (2.41), respectively. Based on the structure of K as specified by Eq. (2.41), the spectral
optimization problem (1.14) now takes the form:

Ky = minlo(1) = o(K A, (32)

where, were it not for the presence of boundary conditions, a single local K; matrix could con-
ceivably be used to construct the global preconditioner K. However, since we must contend with
the effect of boundary conditions on the global system matrix A, we must include a way to let the
structure of the preconditioner K vary in response to boundary conditions, while at the same time
keeping the number of independent variables to be computed to a manageable number. Via some
experimentation we have found that a feasible strategy is to limit the number of unique local K
matrices to three using the element-based assignment rule

K; if element e is in the domain interior
K, = Kg if element e includes a domain side
Ko if element e includes a domain corner

: (3.3)

where we are assuming that the boundary I' of € requires the same set of boundary conditions;
if this were not the case then we would have to increase the number of matrices. To simplify the
exposition, let us assume that all sides require the same boundary condition.

As a result of Eq. (3.3), Eq. (3.2) is transformed into
(3.4)

p,w?

{K1, K, Kc} = minlo(I) - o(K4)|

where, if size(KA) = M and Ay, represents an eigenvalue of K A with real and imaginary components
represented by ar = Re(A;) and by, = Im(Ay), then the weighted p-norm contained in Eq. (3.4) is
computed via the formula

M 1/p
lo (1) = o (KA, = | D (lax =17 +wlbel" )| (3.5)
k=1

The purpose of the factor w is to have the freedom to weight the imaginary components of the
spectrum more heavily than the real components. Notice that if we choose p = 2 and w = 1, then
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the k*" term of the sum in Eq. (3.5) is the square of the distance of the k*" eigenvalue from (1,0)
on the complex plane.

We use MATLAB’s 1sqnonlin function to iteratively solve Eq. (3.4), after first supplying
the algorithm with an initial guess (usually the zero matrix) for matrices K;, Kg, K¢o. As with
all NLLS problems, Eq. (3.4) presents challenges with regard to slow convergence rates and non-
optimal local extrema. Through experimentation, we have found that letting p = 4 has the dual
benefit of improving the convergence rate of the NLLS algorithm and improving the convergence
rate of GMRES by more tightly clustering the eigenvalues of K A about (1,0) on the complex plane.
Again through experimentation, we have found that an adequate NLLS algorithm stopping criterion
is a change in relative residual of less than 1072, To ensure that the NLLS algorithm has found
a robust local minimum, we restart the algorithm several times with the values of K;, Kg, K¢
matrices perturbed by 5 percent. The NLLS algorithm running on a desktop PC takes several hours
to compute the three EBSO preconditioner matrices.

The power of the EBSO approach is that once the Kj, Kg, K¢ matrices have been computed for
a low resolution system matrix using the procedure just described, these same matrices are reused
without any recomputation for high-resolution systems with many times more elements. That is,
regardless of how large N, becomes, for a rectangular 2-D domains considered in this paper the
global preconditioner matrix K is effectively constructed via Eqgs. (2.41) and (3.3).

4. Results. We begin this section by showing how the EBSO preconditioner improves the
convergence of GMRES for the simple linear dynamical model on which the structure of the pre-
conditioner was based. We then show and discuss the results of applying the preconditioner to a SE
formulation of the non-linear Euler Equations.

4.1. Preconditioning the Linear 2-D Conservation Law Model. Here we show how the
EBSO preconditioner facilitates the solution of Eq. (3.1) where A and b are as given by Eqgs. (2.38)
and the previous state vector g,,, is random vector with normally distributed components supplied
by MATLAB’s randn( ). We employ trapezoidal implicit time differencing (o = 5 = 1/2) with the
time-step At selected so as to produce a Courant Number of 8, which is large enough to result in
an unacceptably slow GMRES convergence rate. We also use 4th-order spatial discretization and
doubly periodic boundary conditions on a model domain of (z,y) € [0, 10]? meters.

To construct a local K;, Kg, K¢ matrix set, we set the number of elements to N, = 5 x
5 (i.e., in a 5-by-5 grid) and specify that the local preconditioner matrices be assigned to the
domain elements according to the pattern shown in Figure 4.1a. We then perform the optimization
problem represented by Eq. (3.4) with p = 4 and w = 1 to obtain local matrices K;, Kg, Kc.
The sparsity pattern for both global matrices A and K appears in Fig. 4.1b. In Fig. 4.1c we
provide a comparison of the GMRES convergence rates exhibited for the unpreconditioned (red)
and preconditioned (green) problems for a single right-side g,,, vector. The significantly more rapid
and geometric GMRES convergence provided by the EBSO preconditioner is readily apparent.

In Fig. 4.2 we summarize the results of applying the same EBSO preconditioner used in Fig. 4.1
to a higher resolution version of the conservation law model in which we have increased N, = 10 x 10,
but have reduced At sufficiently to maintain the same Courant Number. By comparing Fig. 4.2a
with Fig. 4.1a, the reader can see how the same set of local K;, Kg, K¢ matrices are assigned to
the larger number of domain elements in the higher resolution model. The representative examples
of the GMRES convergence rates (for one of the randomly selected right-side g,, vectors) that we
provide in Fig. 4.2¢ provide a quick visual indication that the EBSO preconditioner created using
a lower resolution version of the model still provides a considerable improvement in the GMRES
convergence rate for the higher resolution model.

In Table I we provide a statistical summary of how the EBSO preconditioner described above
performs in response to changes in Courant No. and number of elements (N.). By comparing the
parenthetical numbers along rows we can see that the reduction in the number of GMRES iterations
is relatively insensitive to significant changes in the Courant Number. However, by comparing the
parenthetical numbers along columns we can discern a significant and unsatisfactory reduction in
the effectiveness of the EBSO preconditioner in response to relatively modest increases in the size
of the system matrix.
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FIGURE 4.1. Summary of the construction of an EBSO preconditioner for the 2-D linear conservation law using
a doubly periodic domain covered by a 5-by-5 grid of elements Ne = 52). Figure a)shows the distribution of local
preconditioner matrices within the model domain. Figure b) the sparsity pattern of global matrices A and K. Figure
c¢) representative examples of GMRES relative residual versus number of iterations for the unpreconditioned model
(red) and the preconditioned model (green).
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FIGURE 4.2. As in Fig. 4.1, except that the model domain now consists of a 10-by-10 grid of elements (Ne = 102).

To discern the source of the problem just identified, we show in Fig. 4.3 the spectra of the system
matrices A and KA corresponding to the Courant No. 8 column of Table I. The linearly-shaped
distribution of the spectrum of the matrix A in Fig. 4.3a (red) extends well outside the unit circle
and consists of eigenvalues whose arguments range from nearly —m/2 to nearly +x/2, and thus
covering nearly the entire right half-plane in an argument sense. As discussed and demonstrated in
[13, p. 271-274; see Fig. 35.4], this eigenvalue property probably explains why the unpreconditioned
GMRES convergence rate (Fig. 4.1c; red) is so slow despite the small condition number of A, and
thus explains the slow unpreconditioned GMRES convergence rates (red) seen in Figs. 4.1c and 4.2c.
By contrast, the disk-shaped spectrum of KA in Fig. 4.3a (green) is confined well within the unit
circle and exhibits a much more restricted range of arguments for the majority of eigenvalues. As
discussed and demonstrated in [13, Fig. 35.2], this argument property is consistent with the faster
preconditioned GMRES convergence rate seen in Fig. 4.1c (green).

However, notice in Figs. 4.3b and ¢ that as model resolution is increased the spectra of KA
develop an increasingly dense, vertically-oriented line of eigenvalues that extends outside the unit
circle. Thus, it appears that a growing number of eigenvalues acquire increasingly large imagi-
nary components as the size of the matrix K A increases, which we conjecture is the source of the
degradation in the preconditioned GMRES convergence rate with increasing model resolution.

Based on the above conjecture, and to overcome the presumably deleterious vertical spreading of
the spectrum of K A as the matrix size is increased, we increased the imaginary component weighting
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Courant Number
N, and Size(A) 8 16 24

= 574 80.0 90.3
16.3 (3.52) | 22.7 (3.53) | 27.0 (3.35)

; 578 82.2 938
10716811 196 (2.95) | 22.3 (3.01) | 32.6 (2.88)

. 578 817 93.4
157 37211909 (2.76) | 30.5 (2.68) | 36.6 (2.55)

TABLE 1

Average number of unpreconditioned (upper), preconditioned (lower) GMRES iterations and their quotient (in
parentheses) for the linear conservation law as a function of number of elements (Ne) and Courant Number. Results
are based on a sample size of 20, a stopping relative residual of 10~2, and the EBSO preconditioner shown in Fig.

4.1.

K (A) = 60.1 K(A) =712 K (A) =77
K (K) = 27 K (K) = 28.1 K (K) = 28.3
K (KA)=29.8 | K(KA)=321 | K (KA)=334 ||
|
[ I
N, =5° N =107 N, =15
Size(A) = 441 Size(A) = 1681 Size(A) = 3721
a) b) c)

FIGURE 4.3. Spectra of the global system matrices A (red) and KA (green) resulting from Courant No. of 8 and
number of elements shown in the lower left of each panel. The condition numbers of matrices A, K, and KA appear
in the upper left of each panel.

factor to w = 10? in the optimization problem (3.4), and then created a new set of local K7, Kg, K¢
matrices, again using a low model resolution of N, = 52. This change results in the quasi-elliptical
spectrum distribution for the matrix KA shown in Fig. 4.4a, in which the majority of eigenvalues
(particularly the larger ones) have imaginary components that are small compared to their real
components.

Now notice that as we increase the number of elements to N. = 102 (Fig. 4.4b) and N, = 152
(Fig. 4.4¢), while again using the same set of local preconditioner matrices K;, Kg, K¢, the spectrum
expands only slightly in the imaginary direction. In Figs. 4.4d-f we show that a similar behavior
occurs when the same preconditioner is applied to various model resolutions with the time step
increased to give a Courant No. of 16. Notice that although the spectra extend outside the unit
circle in the direction of the positive real axis in Fig. 4.4d-f, nevetheless the shape of the spectra
retains the same sort of elliptical character as seen in Fig. 4.4a-c, and thus maintains a consistently
tight restriction on the magnitude of the imaginary components relative to the real components
for the larger eigenvalues. We note in passing that in Fig. 4.4a-c, for the which the Courent No.
is fixed at 8, the distribution of the spectrum of A is visually virtually unchanged in Fig. 4.4a
compared to Fig. 4.4c. The insensitivity of the spectral distribution of the Schur-form matrix to
increases in system size (model resolution) probably plays a key factor in the insensitivity of the
EBSO preconditioner to changes in system size.

In Table II we summarize the performance of the above EBSO preconditioner created via a
weighted NLLS optimization process. By comparing the parenthetical numbers along columns we
can see that there is now no significant decrease in preconditioner performance as the number of
elements is increased. By comparing the parenthetical numbers along rows we can see that there is
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K (A) = 60.1 K(A)=71.2 K (A) =77

K (K) =55.9 K (K) =66.1 K (K)=67.5
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N, =5 i N, = 10° N, =15
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Courant No. = 8 Courant No. = Courant No. = 8
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K (A) = 86.6 ; K (A) = 109 K (A) = 125

K (K) =55.9 K (K) =66.1 K (K)=67.5

K (KA)=199 || K (KA) =245 K (KA) = 257

N, =57 E N, =107 N, =152

Size(A) =441 | . Size(A) = 1681 Size(A) = 3721

Courant No. = 16 Courant No. = 1& Courant No. = 1é
d) e) f)

FIGURE 4.4. Comparison of the spectra of the preconditioned (green) system matrices as the number of elements
is increased for a Courant No. of 8 (Panels a-c) and Courant No. of 16 (Panels d-f).

Courant Number
N, and Size(A) 8 16 24

2 a1 57.5 79.3 89.8
16.5 (3.48) | 21.4 (3.71) | 24.0 (3.73)

) 58.2 83.0 94.0
071681 1470 (3.42) | 221 (3.75) | 251 (3.75)

) 58.2 81.8 93.1
15% 3721 17.3 (3.37) | 22.1 (3.70) | 24.9 (3.74)

TABLE 11

As in Table I, except for the EBSO preconditioner described by the text associated with Fig. 4.4.

now actually a tendency for preconditioner performance to improve as the Courant No. is increased.

4.2. Preconditioning the Non-Linear 2-D Euler Equations. Here we show how the
EBSO preconditioner facilitates the solution of a particular formulation of the 2-D Euler equations:

dp B 00 B
ou 1 pRO\"
I -vp - P=pr, (2= 4.1
8t+u Vu+pV +gk=0 A<PA> (4.1)

where p is the density, 6 is the potential temperature, u = (u,w)? is the velocity field, P is the
pressure, P4 is the surface pressure, R is the ideal gas constant, and v = 1.4. After partitioning
the state variables into a hydrostatic basic state and a non-hydrostatic perturbation, Giraldo et al.
[7] present a detailed methodology for development of a SE model employing semi-implicit time
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integration and utilizing a Schur complement form of Eq. (4.1) so that the perturbation state
variables may be obtained in a sequential fashion beginning with the pressure.?

The three dynamical test cases (i.e., inertia gravity wave, density current, and mountain wave)
employed in [7] to evaluate the performance of the model did not result in a large number of
GMRES iterations, and thus did not necessitate preconditioning. Therefore, we will employ a
fourth standard test case here that does result in an excessive number of unpreconditioned GMRES
iterations; namely, a rising thermal bubble [6]. The problem domain is (z,2) € [0,1000]? meters?
with reflecting boundary conditions on all four sides. The basic state is a motionless air mass that
has a potential temperature of 300°K and that is in hydrostatic balance. The initially motionless
bubble has a perturbation potential temperature 6’ given by:

, 0 if r>r. 5 .
0 = %{14—005(:—:)} if e <, r:\/(x—a:c) +(z—2) (4.2)

where 0. = 0.5°C, r. = 250m, (z,2.) = (500,350). For all the results that follow we employ 5th-
order spatial interpolation. We also use the same 10?2 relative residual as the stopping criterion for
GMRES, and the same 2nd-order backward time differencing scheme (BDF2) and serial computing
environment as used in [7].

Figure 4.5 provides a visual comparison of the evolution of the bubble out to 650 seconds for a
short time step reference run (Fig. 4.5a), a large time step unpreconditioned run (Fig. 4.5b) and large
time step EBSO preconditioned runs (Fig. 4.5¢). Notice that the warmest potential temperature
pertubation found anywhere (Thuqz) at t = 650s in the two large time step runs is the same to
6 decimal places, which indicates that the EBSO preconditioner introduces no significant error to
the GMRES computations. That T},4, in the two large time step runs varies from the short time
step reference run by 1 percent is consistent with the 102 relative residual stopping criterion for
GMRES, and confirms that the BDF2 time-differencing scheme can handle the very long time step
(=~ 100 times the maximum explicit time step) associated with a model run at Courant No. = 28.

To construct the preconditioner employed in the rising bubble problem we again used N, = 52,
p = 4, and w = 103 based on the results in Section 4.1. However, this time we set the Courant
Number at 18 to obtain a similar unpreconditioned GMRES convergence rate as in Section 4.1.
Figure 4.6a-d shows the results when the K;, Kg, K¢ matrices are applied to a larger N, = 102
problem. In contrast to the linear conservation law problem (in which the sparsity patterns of K and
A are the same), here the two sparsity patterns are different. Notice that the bandwidth of the Schur
form system matrix (Fig. 4.6b) is twice that of the global preconditioner (Fig. 4.6a) because the

Short At (No Precon)
= 0.49056 Time(s)=650

Large At (No Precon)
= 0.491435 Time(s)=650

Large At (EBSO Precon)
T =0.49143% Time(s)=650

max max max

Courant No. = 28

Courant No. = 2.8 Courant No. = 28

a) b) c)

FIGURE 4.5. Perturbation potential temperature fields at 650s from rising thermal bubble problem using a small
At (panel a), a large At and no preconditioner (panel b), and the same large At and the EBSO preconditioner. For
all runs Ne = 402, and the Timaz number in the upper left of each figure gives the warmest temperature at any node
in the domain.

3For those readers interested in more details, see the portion of [7] dealing with Eq. set (4.1) to which they assign
the label SE2NC.
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Cost = 106641

)\max =1082
)\min =1
size(A) = 2601
Courant No = 18
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K (A)=1803
K (K) = 204.9
K (KA) = 1913

0 10 20 30 40 50 60
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FIGURE 4.6. Results of applying an EBSO preconditioner (created using Ne = 5z5) to a non-hydrostatic rising
thermal bubble case for a higher version of the model using Ne = 10x10. The panels show: a) the sparsity pattern
and approzimate AC of the global matriz K; b) the sparsity pattern, approzimate AC, and specifications for the
global matriz A; c) Representative examples of GMRES convergence rates using no preconditioner (red), the EBSO
preconditioner (green), and a FNO preconditioner (blue) based on the same sparsity pattern seen in panel a); and d)
the spectrum of the global matriz KA and the boundary of the unit disk centered at unity.

Schur form involves a product of discretized operators (i.e., divergence x gradient). Nevertheless,
the approximate application cost to multiply by K is 22 percent more than for the matrix A. These
differences are explained by the fact that the Schur form sparsity pattern is relatively less dense
due to the use of collocated (i.e., inexact) quadrature, whereas the EBSO preconditioner employs a
relatively dense sparsity pattern equivalent to that which would arise from computing a mass matrix
using exact quadrature. The justification for the different sparsity pattern is simply pragmatic: the
narrower, but denser sparsity pattern for K is much easier to construct and performs significantly
better than an EBSO preconditioner employing the Schur form sparsity pattern. Thus, we have here
another example of the familiar fact that the sparsity of A may not provide the most powerful K.

Whereas the spectrum of the system matrix A is real with the maximum and minimum values
listed in Fig. 4.6a, the spectrum of global K A (Fig. 4.6d) exhibits an elliptical shape roughly centered
on unity similar to that seen in Fig. 4.4a. The EBSO preconditioned GMRES convergence rate
(Fig. 4.6¢; green) is a marked improvement over the unpreconditioned convergence rate (Fig. 4.6¢;
red), and is a moderate improvement over the convergence rate of a standard FNO preconditioner
(Fig. 4.6¢; blue), which we constructed using the sparsity pattern of the Schur form system matrix
(Fig. 4.6b). We emphasize here that all computation in this initial analysis was done in a serial
mode. Since the EBSO is a scalable (see Tables III and IV) and optimally parallelizable (in an SE
setting) preconditioner and the FNO preconditioner has less parallelization potential, we expect that
the EBSO preconditioner will significantly outperform the FNO preconditioner in a highly parallel
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Courant Number
N, and Size(A) 8 16 24 32
18.69 36.75 52.74 68.09
2
257 15,876 11.34 (1.65) | 18.92 (1.94) | 25.51 (2.06) | 31.62 (2.15)
9 16.85 36.89 56.83 73.05
50% 63,001 10.14 (1.66) | 18.24 (2.02) | 26.49 (2.15) | 33.68 (2.17)
9 15.62 33.72 52.32 73.40
1007 251,001 1 g 528 (1.63) | 17.13 (1.96) | 25.37 (2.06) | 32.97 (2.22)
9 15.66 31.48 48.09 67.64
2007 1,002,001 1 g 559 (1.68) | 16.61 (1.89) | 24.51 (1.96) | 32.02 (2.11)
TABLE II1

Average number of unpreconditioned (upper) and preconditioned (lower) GMRES iterations and their quotient
(parentheses) as a function of number of elements and Courant Number for the rising bubble problem integrated for
100 s. The sample sizes on which the averages are based vary as a function of resolution and Courant No. ranging
from a minimum of 163 for Ne = 252 and Courant No. = 32 to a mazimum of 5226 for N. = 2002 and Courant
No. = 8.

Courant Number

N, and Size(A) 8 16 24 32
25* 15,876 gi:ié (1.12) ;lgég (1.57) gg:ig (1.87) ;g:gg (2.12)
507 63,001 | el (1.24) 1128 (1.65) 2060 (1.90) o (2.04)
100% 251,001 gggé (1.24) ;lééé (1.60) ;Ligg (1.81) gggg (2.10)
200* 1,002, 001 ggggg (1.34) gggé (1.72) g?ggg (1.98) gg;ii (2.39)
TABLE IV

As in Table 111, except that the table entries are wall clock time in seconds.

computing environment.

In Tables IIT and IV we provide a statistical summary of the performance of the EBSO precon-
ditioner for the rising bubble problem with regard to the number of GMRES iterations and model
wall-clock time, respectively. All the model runs used to construct the tables were limited to 100
seconds of integration time, since it is in the earlier phase of the rising bubble problem for which the
number of GMRES iterations are the largest, and thus for which preconditioning is most needed.

By comparing the parenthetical numbers in Table III along rows we can see that as the Courant
No. is increased there is a modest tendency for improvement of preconditioner performance in terms
of reducing the relative number of GMRES iterations. By comparing the parenthetical numbers along
columns we can see that there is no significant change in preconditioner performance as the number
of elements is increased to as much as 1600 times the number of elements used to construct the local
preconditioner matrices K, Kg, K¢o. This is a pivotal result and suggests the effectiveness of the
EBSO preconditioner in reducing the number of GMRES iterations is, for all practical purposes,
independent of model resolution for the rising bubble problem.

By comparing the parenthetical numbers in Table IV along columns we can see that the factor
by which model wall-clock time is reduced is approximately constant, and if anything, shows a slight
tendency to increase as the size of the system matrix increases. By comparing the parenthetical
number in Table IV along rows we can see that the wall-clock time reduction factor improves
significantly as Courant No. is increased.

A very important final point to emphasize concerning Table IV has to do with actual wall-clock
time. Notice that the wall-clock time for the unpreconditioned model runs (upper entry in each cell)
increases significantly as the Courant No. (and thus time step) is increased, which tends to offset
the advantage of long time-step available to the implicit integrator. By contrast the wall-clock time
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for the preconditioned model runs (lower entry in each cell) decreases significantly as the Courant
No. (and thus time step) is increased (except for the N, = 2002, Courant No. = 32 combination),
which tends to enhance the advantage of long time-step available to the implicit integrator. For
example, for N, = 100? the wall-clock time for the unpreconditioned model increased from 3971
to 5036 seconds as Courant No. increased, whereas for the preconditioned model wall-clock times
decreased from 3208 to 2393 seconds.

5. Summary and Concluding Remarks. We have provided an initial development and
demonstration of a preconditioning method for accelerating the iterative solution of the system
Az = b; that arises at the i*" time step in any spectral element method (SE) fluid dynamics model
that employs semi-implicit time integration. By means of this preconditioning method the large and
sparse global approximate inverse preconditioner K in the equivalent left-preconditioned system

(KA)z = Kb, (5.1)

is effectively assembled from a set of a few small and full local matrices whose entries result from an
optimization problem that seeks to make the matrix K A the best approximation of I in an eigenvalue-
by-eigenvalue sense (i.e., spectrally) rather than in an entry-by-entry sense as in the Frobenius
norm method. Thus, we have assigned the preconditioning method the descriptor ”element-based,
spectrum-optimized” (EBSO).

Using both a 2-D linear conservation law and the 2-D fully compressible, non-linear Euler
equations, we have demonstrated that after the local matrices of the EBSO preconditioner are
created using a low resolution version of the applicable SE model, the preconditioner then may
be applied to arbitrarily high-resolution versions of the same model without appreciable loss of
preconditioner performance. In a test case in which the Euler equations are used to model a rising
thermal bubble, the number of GMRES iterations is cut in half for Courant numbers of 16 and
greater, and the model wall-clock time cut approximately in half for Courant numbers of 24 and
greater.

The EBSO preconditioner we have introduced has essentially the same parallelization potential
in an SE computing enviroment as the unpreconditioned system matrix since no computing ma-
chinery other than that needed to operate by A at each time step is needed to operate by K at
each time step. Moreover, the EBSO preconditioner requires significantly less storage than exisit-
ing EBE preconditioners, which require the storage of one or more unique local matrices for each
domain element. By contrast, only a few local (e.g., N + 1 by N 4 1 when using N*"-order spatial
discretization) preconditioner matrices need be stored on each processor, and only one local matrix
i.e., K1 needs to be stored on the many processors that are assigned to only interior elements. The
preconditioner does have a relatively high construction cost, but since the eventual target applica-
tion is operational weather prediction models that run for years without modification, and involve
hundreds of time-steps during each run of the model.

In terms of application, our future work will include extending the EBSO methodology to
include variable domain elements sizes and geometries, 3-D modeling using parallel computing,
and developing preconditioners for other boundary conditions and other implicit time-differencing
schemes such as semi-implicit Runge-Kutta methods.
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